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ABSTRACT 

The proliferation of ad-hoc, highly customized, GNSS 

Software-defined radio (SDR) receivers and raw data 

collection systems is opening new opportunities for 

research focused on the analysis of new approaches in 

GNSS data processing. Especially when looking at the 

post-processing of GNSS signals for monitoring purposes, 

the availability of big-sized raw digital samples allows for 

the application of different algorithms and processing 

strategies on the same data-set, thus enabling valuable 

comparisons and proper tuning of the algorithms 

themselves. 

A side effect is that the huge quantity of GNSS data 

collections, grabbed in disparate scenarios and 

environmental conditions and distributed all around the 

world, is making hard to share this data between different 

research labs, thus limiting the possibility of conducting 

extensive analysis of relevant ionospheric phenomena 

affecting the quality to the GNSS signal. 

In this paper, the authors propose a novel methodology to 

deal with the processing and the management of this huge 

amount of data, and guarantee interoperability of different 

data collection and data processing systems leveraging on 

the adoption of a new emerging and open standard for 

GNSS metadata which is now under standardization by the 

ION GNSS SDR Metadata Standardization Working 

Group. 

 

INTRODUCTION  

These days, the growing number of Global Navigation 

Satellite System (GNSS) Software-defined radio (SDR) 

receivers and customized raw data collection systems is 

producing a huge, unprecedented mass of GNSS data 

collections, grabbed in disparate scenarios and 

environmental conditions and distributed all around the 

world [1]. These data collections are often characterized by 

what in the Big Data domain is called the “3 Vs Model” [2, 

3]: Volume (Gigabyte per data collection), Velocity 

(number of data collection systems and products around the 

world) and Variety (different formats). 

The creation of a framework to guarantee the access to this 

huge amount of experimental data is thus becoming of 

crucial relevance for the scientific community, in equal 

measure to the processing of the data itself. Furthermore, 

GNSS-based monitoring is often implemented in remote 

areas, where resources are limited and installation or 

maintenance and replacement of GNSS receivers may be 

critical. For instance, providing researchers with the 

opportunity to use their own SDR, right in their laboratory, 

to process and analyse GNSS data grabbed in a far country, 

with not replicable environmental conditions, may offer 

valuable opportunities for the study of environmental 

phenomena affecting the GNSS signal. At the same time, 

the laboratories would be able to release and make 

accessible their data to the world helping other researchers 

in GNSS receiver testing activities. 

Furthermore, this multitude of different SDR receivers and 

data collection systems is pushing the demand for a 



standard framework to standardize the access to these data. 

In order to fulfil this need, in 2014 [4, 5] a working group 

was established by the Council of the Institute of 

Navigation in order to define a free and open standard for 

the exchange of GNSS software radio data in order to 

promote and guarantee the interoperability between 

different GNSS SDR receivers, data collection systems and 

SDR processors. 

In addition, this approach is paving the way to find a 

solution to the relevant issue of the complexity of the data 

transfer, which may be impossible due to the limited 

bandwidth available in remote sites. As a direct 

consequence, this approach also enables saving in time and 

cost operation of moving Gigabytes of GNSS data 

collections from a remote Data Collection Site to the 

Research Lab. 

This main objectives of this paper are: 

1. to describe the process to prepare and asses a GNSS 

SDR receiver to be compliant with the ION GNSS 

SDR Metadata Standard under definition [5]; 

2. to provide an example of real GNSS data ingestion 

and processing based on the use of the metadata file 

and related Application Programming Interfaces 

(APIs) [6, 7] to configure the SDR;  

3. to pave the way to face the big data issues, proposing 

an approach based on paradigm shift from “moving 

data” to “moving software”, in the particular case of 

isolated and hardly accessible installations.  

In this paper, the authors provide a detailed description of 

a case-study as early adopters of this common standard, for 

the remote processing of SDR data collected in a remote 

site in the Antarctic region, where the connection 

bandwidth and the logistic issues do not allow for an easy 

transfer of the SDR data collected. The paper assesses the 

advantages in terms of bandwidth saving and 

implementation, thus proving the effectiveness of having a 

common baseline for the data cataloguing. 

 

I – THE DATA PROCESSING CHAIN 

The GNSS receiver architecture commonly considered 

when working with SDR GNSS receivers consists of a 

GNSS antenna, a Radio Frequency (RF) front-end, a data 

grabber, a communication link and a data processing 

system. The block scheme of this overall GNSS data 

processing framework is reported in Figure 1. Each blocks 

is described in more details in the following sections. 

 

A – The front-end 

The RF front-end performs signal conditioning. It is 

normally connected in input to an antenna and it converts 

the RF analog signal in a sequence of digital samples, either 

at Intermediate Frequency (IF) or in Base Band (BB). 

 

 

 
Figure 1. The overall data processing framework block scheme. 

A detailed block scheme of a typical frond-end for GNSS 

data grabbing is reported in the left part of Figure 1. A Low 

Noise Amplifier (LNA) can be optionally used as a first 

step to amplify the input Signal In Space (SIS), in some 

cases too weak to be processed directly. The signal is then 

band-pass filtered, to reduce the out-of-band components 

and down-converted to IF or to BB, to allow SDR 

processing. A further filtered stage is needed to remove the 

high frequency term. In the case in which multi/bit 

resolution is employed, an Automatic Gain Control (AGC) 

should be used in order to adjust the signal dynamic. The 

final step is the digitization of the analog signal: an Analog-

to-Digital Converter (ADC) performs sampling and 

quantization. The signal can then be stored in a memory for 

a successive post-processing or directly elaborated by the 

SDR receiver. 

 

B – Raw GNSS data 

The concept of GNSS raw data is of paramount importance 

when dealing with SDR receivers. GNSS raw data, or IF 

data, are the output of the RF front-end. They consist of a 

sequence of digital samples, at a certain sampling 

frequency 𝑓𝑠 and represented on a certain number of bits 

(from 1 bit up to 2 bytes). Raw data can be stored as binary 

files in memories, transferred, shared, and then used for 

post processing. 

It is important not to confuse raw data with GNSS 

observables, such as the IQ correlation outputs, the Carrier-

to-Noise power density ratio (C/N0), the pseudo-ranges and 

the Position, Velocity and Time (PVT) solution, which 

correspond to the output of most GNSS commercial 

receivers. 

 

C – The GNSS software receiver 

SDR refers to an ensemble of hardware and software 

technologies enabling reconfigurable radio communication 

architectures [1]. All the components traditionally 

developed in dedicated hardware, such as correlator, are 

realized in software, on programmable platforms, such as 

high-performance General Purpose Processors (GPPs). At 

this point, SDR receivers are very common tools in satellite 

navigation research and development areas, not only 

because of their lower cost and faster implementation, but 

mainly because of the new and still un-explored 



opportunities offered by the availability of digital signals. 

Among the wide variety of SDR solutions, employing 

different combination of processing platforms, in this paper 

we refer to the fully software architecture, in which all the 

GNSS receiver, except the RF front-end, is completely 

implemented in software, on a Personal Computer (PC) [1, 

8]. 

 

D – The SDR Metadata Standard 

This research leverages on the work conducted by the ION 

GNSS SDR Metadata Group, which is proposing a 

standard for an Xml-based GNSS SDR metadata file 

format to describe the content of the data collections to help 

the automated interpretation process by a processing 

software. Based on this standard, a SDR receiver can 

automatically configure internal parameters (i.e., RF and 

IF centre frequencies, sample rate, quantization bits, etc.) 

enabling the playback and post-processing of the collected 

data. The standard is designed to promote the 

interoperability of GNSS SDR data collection systems and 

processors and includes a formal XML Schema Definition 

(XSD). A fully compliant open source C++ API is also 

officially supported to promote ease of integration into 

existing SDR systems. [6] 

These APIs provide open source libraries and code which 

can be easily used to integrate these functionalities at 

different levels of data processing: 

 in any data collection system (e.g. GNSS data 

grabber) that, embedding the metadata creation 

libraries into grabber code, can generate, during the 

data capturing process, also the needed metadata file, 

accordingly to a predefined and fine customization of 

the APIs (accordingly to the features of the data 

collection itself); 

 in any GNSS software receiver that, integrating the 

metadata libraries at the first step of the data 

processing chain, can automatically configure its 

internal parameters (i.e., RF and IF centre 

frequencies, sample rate, quantization bits, etc.) 

enabling the playback and post-processing of the 

collected data  

All the detail of the integration of the APIs in the data 

grabber and in the SDR code will be provided in Section 

III.D, System Setup. 

 

II – CASE STUDY 

In this section, a real case study is introduced. The 

theoretical concepts outlined in Section I. are 

contextualized in the frame of a real implementation of a 

data processing framework exploiting metadata. 

 

A – Scenario overview 

The Demogrape project [9], funded by the Italian National 

Antarctic Research Program (Programma Nazionale di 

Ricerche in Antartide, PNRA) under the coordination of 

the Italian national institute of geophysics and volcanology 

(Istituto Nazionale di Geofisica e Vulcanologia, INGV), 

has the objective to improve the quality of the GNSS 

position solution in Polar Regions. Ionosphere is indeed the 

major source of errors in GNSS processing, especially in 

Equatorial and in Polar regions. In the frame of the project, 

a demonstrator will assess the corruption induced by 

ionospheric propagation on GNSS signals and share data 

and results, by means of a federated cloud infrastructure, 

thus enabling the development of new scientific and 

technological applications in Antarctica. By monitoring the 

amplitude and phase variations of the received GNSS 

signals in such locations, it is possible to better understand 

the behavior of ionosphere. Furthermore, a better 

knowledge of the ionospheric behavior in these singular 

regions could improve the fidelity of global models, thus 

extending the advantages of this research to GNSS users 

worldwide. 

 

 
a) Location of the GNSS antenna in the EACF station. 

 
b) Installation of the GNSS-based ionosphere monitoring station 

in the SANAE IV station. 

Figure 2. Installation of the DemoGRAPE system in two 

Antarctica research stations. 

While ionosphere monitoring was traditionally a 

prerogative of commercial hardware Professional 

Scintillation Monitoring Receivers (ISMR), recent trends 

consider also SDR technology as a valuable, low cost and 

flexible alternative [8]. GNSS raw data acquisition systems 



and software receivers have indeed been successfully used 

for monitoring ionosphere in Equatorial regions for few 

years [10, 11]. On the other hand, the installation and 

employment of a SDR-based receiver in Antarctica 

represents a novelty; it enables innovative and interesting 

solutions in ionosphere monitoring, at the expenses of 

more severe problems in data handling and processing. 

 

Between October 2015 and January 2016, in the frame of 

the DemoGRAPE project, two GNSS-based ionosphere 

monitoring stations were installed in Antarctica, 

respectively in the Brazilian research station EACF (Figure 

2a) and in the South African research station SANAE IV 

(Figure 2b). In parallel to a Septentrio PolaRxS receiver, 

an acquisition system, able to grab raw GNSS data at high 

sampling rate and high resolution and to post-process them 

exploiting a SDR receiver, was installed in both stations 

[12, 13]. 

 

B – The bottleneck of data storage and transfer 

Accessibility, space, energy, network and bandwidth 

resources are indeed extremely limited in environments 

such as a research station in Antarctica. This is also the case 

of some installations in Equatorial regions where resources 

are very limited, and monitoring stations are implemented 

in remote areas not easily accessible. Reaching Antarctica 

to install and maintain the station requires months of 

preparation and logistic issues. In most of the cases, once 

installed, the set-up is left unattended for several months, 

during which nobody is present at the station and can 

operate on the devices. Moreover, particular privileges are 

required to transfer data through the slow and expensive 

satellite links. Therefore, a well-planned strategy for data 

management and sharing is mandatory. 

While the typical output data of a Septentrio receiver, such 

as Rinex files, amounts to about 8 MB per day, GNSS raw 

data can grow up to about 1 GB per minute [8]. For 

example, the South African station is equipped with a 

satellite link, offering a bandwidth of 300 kB/s and a 

maximum daily upload capacity of 500 MB, shared by all 

the scientific projects and logistic need of the station. It is 

straightforward that in the second case no data transmission 

is possible. 

 

C - Novel metadata-based approaches to raw data post-

processing 

The exploitation of the metadata file and the flexibility of 

SDR implementation of the GNSS receivers provide a 

solution to the issue of the transfer of large amounts of 

collected data. The fully software implementation offers, 

in fact, the possibility to move the processing engine, 

enabling the new paradigm of moving the computer to the 

data rather then moving the data to the computers. This 

approach consists in transferring pieces of code on the 

machine hosting the raw data in the Data Collection Site, 

rather than moving the data itself to the Research Lab. 

This paradigm has been applied to the Antarctic installation 

at EACF and SANAE, where the data collection systems 

have been specifically implemented for scintillation 

monitoring purposes [14]. In this case, the SDR receiver is 

configured to have a proper robust architecture for the 

tracking loops, and optimized to provide as outputs the 

typical indexes used for scintillation monitoring, such as 

the amplitude scintillation index (S4) and the phase 

scintillation index (𝜎ϕ). The presence of additional 

nuisances such as multipath, in some data collections, 

requires the tuning of the software receiver, for example 

changing the spacing of the early-late correlators, or the 

activation of a signal processing unit to mitigate the 

multipath effect. In this way more reliable results for the 

assessment of the intensity of the scintillation event can be 

obtained. 

 
Figure 3. Scenario 1: traditional approach for the post-

processing of remote data collections 

In order to better clarify the proposed methodology, Figure 

3 reports a scheme of the traditional approach: the Data 

Collection Site hosts the data grabber, while the Research 

Lab hosts the SDR receiver. The user runs a command (1) 

to start the data collection. The acquisition system grabs 

the raw data, which are then transferred from the Data 

Collection Site to the lab through the network (2). The user 

can then tune the SDR receiver (3), manually configure it 

according to the settings of the grabber (4), and finally 

post-process the data (5) to obtain the results (6). In this 

particular case, with the parameters summarized in Table 1 

about 72 GB of data are transferred for about 1 hour data 

collection: 
5 Msamples/s ⋅ 2 B/sample ⋅ 2 ⋅ 3600 s/hour = 72 GB/hour 

 

Similarly, Figure 4 reports the flowchart of the innovative 

approach, in which both the grabber and the receiver are 

hosted by the Data Collection Site. In this case, the user in 

the Research Lab runs a command to start the data 

collection (1); the acquisition system grabs the GNSS data, 

generating the raw data file and the related metadata file 

(2). Meanwhile, the user tunes the software receiver (3) and 

uploads it to the Data Collection Site, exploiting the 

network link (4). 



 
Figure 4. Scenario 2: innovative metadata-based approach for 

the post-processing of remote data collections – upgrade and 

reconfiguration of the SDR receiver 

Once the SDR has automatically configured itself using the 

metadata (5), the user can run the post-processing (6) and 

the SDR receiver starts processing the raw data remotely 

(7). Finally, the SDR results are transferred to the Research 

Lab via the communication link (8) and the user can 

analyse them (9). In this case, about 30 MB of data are 

transferred, up to 2000 times less than in the traditional 

approach for the processing of 60 minutes of data, as 

reported in Table 1. 

Furthermore, thanks to the modularity feature of an SDR 

receiver, the complete transfer of the SDR is needed just 

once. In the case of a second data collection, no SDR 

upload (4) is required, while in the case of a second post-

processing with a different tuning, only the modified 

software blocks must be transferred. 

An example of results achieved exploiting the full 

metadata-based chain is reported in Figure 5. The figure 

reports the scintillation statistics (C/N0, S4 and 𝜎Φ) related 

to a one-hour data collection. Raw GPS L1 data have been 

remotely grabbed on March 7, 2016, in SANAE Antarctica 

station. The signals have been post-processed with the 

SDR receiver, exploiting the metadata file. Finally, the 

results have been transferred through the network and 

plotted. It has to be noted that moderate phase scintillation 

activity is present (𝜎Φ > 0.4 rad). An example of software 

block upgrade is reported in Section III.B. 

 
Figure 5. Example of results of remote post-processing 

exploiting the innovative metadata-based approach 

A third approach, derived from the previous one, is 

depicted in Figure 6. In this case, the user in the Research 

Lab, after the analysis of the data received through the 

network (9), can decide to switch to another software 

receiver, denoted SDR-2 (10). Similarly, the same data can 

be accessed by a second user, in a different Research Lab, 

and with its personal SDR receiver. Also in this case, the 

overhead of the transfer of raw data is reduced to the upload 

of the SDR-2, limiting the bandwidth requirements to a few 

Megabytes. An example of this approach is provided in 

Section III.A. 

 

 
Figure 6. Scenario 3: innovative metadata-based approach for 

the post-processing of remote data collections – upload of 

different SDR receivers. 

The availability of a meta-data file besides the GNSS raw 

data represents an added value in both scenarios 2 and 3, 

helping in automatically re-configuring the SDR without 

need of human intervention. It is sufficient to design an 

interface between metadata and software receiver, able to 

interpret the content of the XML file and to properly 

initialize the SDR. 

 
Table 1: Size and description of the items transferred through 

the network in the traditional and in the metadata-based 

approaches. 

 SIZE DESCRIPTION 

Raw data 72 GB/hour GPS L1 signals, 

IQ sampling (2 Bytes) at 

5 Msamples/s 

Post-

processing 

results 

30 MB/hour 50 Hz data (I and Q correlators, 

C/N0, carrier phase) 

1 Hz data (S4, 𝜎Φ, C/N0) 

Rinex file, Scintillation summary 

SDR 

receiver 

5 MB L1 C/A and L2C GPS SDR fully 

software receiver and ionosphere 

monitor 

 

An example of metadata file, generated by the GNSS 

acquisition systems in the remote Antarctica station, used 

to configure the SDR receiver and compliant with the 

standard is reported in Figure 7. It includes only a stream of 

data, on E1-L1 frequency. The description of the different 

fields is out of the scope of this paper; more information 



can be found in the standard official documentation [4, 5, 

6]. 

 

 
Figure 7. Example of metadata compliant with the ION GNSS 

SDR Metadata standard 

 

D – System Setup 

As previously mentioned, a first version of an open source 

C++ API which is fully compliant with the standard under 

definition is officially supported and available to promote 

ease of integration into existing SDR systems [6]. 

In this research, we have embedded the provided APIs 

within the data grabber the software receiver operating at 

different steps of the processing chain. 

 

 
Figure 8. Metadata and data creation scheme. 

As shown in Figure 8, the metadata creation and data 

collection creation code is integrated just at the end of the 

data collection phase, where the configuration provided by 

the user is used to automatically generate: 

 a metadata xml-based file describing all 

signals/sources present in the data collection; 

 a number of raw data files, as described in the 

metadata file on the basis of the different of data 

sources (e.g. different GNSS signals) in the 

original data collection. Datasets containing 

GNSS samples may in fact also contain other 

information such as data from other sensors and 

data from RF bands other than GNSS bands. 

 

 
Figure 9. Metadata and data utilization scheme. 

On the data post-processing side (Figure 9), the GNSS 

SDR receiver has been prepared an assessed to be 

compliant with the ION GNSS SDR Metadata standard. In 

this particular case, the fully software ionosphere 

monitoring receiver developed by Politecnico di Torino 

and installed in Antarctica is considered. The task was 

relatively easy, thanks to the modularity structure proper of 

SDR implementations. It was enough to adapt the original 

initialization function of the receiver, requiring manual 

configuration of several parameters at each run, with the 

same values read from the metadata file. The APIs have 

been integrated just at the beginning of the processing 

chain performing the following operations: 

 reading of the metadata xml-based file and 

automatically configuration of the receiver 

parameters; 

 post-processing of the data collection 

accordingly to the previous configuration. 

This structure guarantees that the SDR receiver can ingest 

any type of raw data, no matter which their features are, 

and in a completely transparent way, without the need to 

manually specify any parameter, as long as the core 

processing functions support that signal and constellation 

grabbed. What is more, this makes the front-end and the 

receiver parts completely independent, thus easing re-

configurations of the data collection system. Often non-

specialist technicians are required to operate in remote data 

collection sites; the availability of metadata-compliant 

front-ends and receivers facilitates their tasks and reduces 

the risk of errors of failures. 

 

III – EXPERIMENT RESULTS 

This section describes two experiments, related to the 

DemoGRAPE [9] project and underlines some of the 

advantages of using SDR metadata, in particular for remote 

location data processing. The experiments and the 

solutions illustrated trace the points outlined in the 

Introduction. In addition, they refer to particular case 

studies, which conveniently suit the features and 

opportunities offered by the ION GNSS Metadata 

Standard, confirming the validity of the tool on field.  



 

A – GNSS data ingestion with two different SDR 

receivers 

This section provides an example of real GNSS data 

ingestion and processing, in a remote and non-accessible 

scenario, using two different SDR receivers properly 

adapted to use the metadata files generated by the GNSS 

front-end. 

The example comes from a real issue experienced at EACF 

station. Each block of raw IF GNSS data grabbed in both 

Antarctica stations by the DemoGRAPE acquisition 

system is immediately post-processed by a basic SDR 

receiver, to quickly compute the scintillation indices. This 

is a first rough elaboration, useful to assess the presence of 

interesting ionospheric events and thus to trigger the 

permanent storage of the raw data. Such results, including 

the C/N0, the amplitude scintillation index (S4) and the 

phase scintillation index (𝜎𝜙), are transferred through the 

network and plotted in the Research Lab, as described in 

Section II.C and depicted in Figure 6. The plots related to 

the particular dataset collected on June 14, 2016, around 

14:50 UTC are reported in Figure 10. No relevant 

amplitude scintillation activity is detected: there are 

moderate values of the S4 (up to 0.4) for satellites with 

PRN 03 and 31, but this is likely due to multipath 

reflection, as confirmed by the low values of the C/N0 for 

the same satellites. On the contrary, a spike in the 𝜎𝜙 is 

present for satellite with PRN 17 around 16:19 UTC. From 

a first analysis, this could be declared as phase scintillation. 

However, the short duration of the anomaly, and the very 

steep leading and trailing edges can raise suspicions. 

 
Figure 10. C/N0, S4 and 𝜎𝜙 as computed by the basic SDR 

receiver after grabbing at EACF Antarctica station. 

The presence of raw IF data and of its respective metadata 

at the Data Collection Site allows to perform a deeper 

analysis of the signal. Following the approach described in 

Section II.C and exploiting the presence of the metadata 

co-located with the GNSS raw data, a custom version of a 

different and more advanced SDR receiver, enabling a 

deeper analysis phase scintillation, has been transferred to 

the Data Collection Site. The block of raw data has then 

been post-processed a second time, with the second 

receiver, and the results transferred through the network 

towards the Research Lab. The plot of the scintillation 

indices of the second SDR receiver confirm the doubts: the 

𝜎𝜙 spike of the first run is not actually a phase scintillation, 

but an artefact due to the lower processing capabilities of 

the first software receiver, motivated by the need to 

perform a quick and rough data analysis. Scintillation 

indices related to the second run with the advanced 

software receiver are reported in Figure 11. 

 
Figure 11. C/N0, S4 and 𝜎𝜙 as computed by the advanced SDR 

receiver after grabbing at EACF Antarctica station. 

B – From “moving data” to “moving software” 

This section deals with a case study of the “moving 

software approach”, described in Section II and depicted in 

Figure 4. 

This example is the description of a real operation 

performed on the DemoGRAPE data collection installation 

at EACF. Before the installation of the monitoring station, 

we had a limited knowledge of the ionospheric scintillation 

at the two Antarctic sites where EACF and SANAE IV are 

located, especially at the signal level, as well as on the 

installation environment and characteristics. The 

installation itself, in fact, may introduce artifacts in the 

collected signal, such as multipath or radio frequency 

interference, which in some cases might be negligible for 

the estimation of the usual parameters (C/N0, S4 and σΦ) 

but cannot be overlooked when collecting data that either 

might be used to re-play the scenario, or used to extract 

different pre-correlation pieces of information. For this 

reason, it was not possible to optimize the SDR receiver 

and to adapt the processing and the scintillation analysis to 

the particular scenario. Since one of the purposes of the 

installation was to grab GNSS raw data in correspondence 

of interesting events for a further analysis in the lab, a 

proper detection and data storage strategy had to be set-up, 

avoiding false alarms while minimizing missed detections. 



A continuous monitoring over time was set-up at EACF, 

along with a simple scintillation detection rule. The front-

end was configured to automatically grab a block of raw 

data, quickly process them with a SDR receiver, computing 

scintillation indices for the GPS L1 signals, comparing 

them to predefined scintillation thresholds, and according 

to the results, either discard or store the raw data on an 

external hard drive. 

After a few weeks of monitoring, it was observed that a 

large amount of data was frequently saved and that the 

detection strategy and storage rules had to be modified, to 

reduce the number of false alarms, which has a dramatic 

impact on the use of the storage resources. In particular, 

multipath effects were identified as the main reason of 

amplitude scintillation false alarms. To solve the problem, 

an improved version of the SDR receiver and of the 

detection routine was prepared off line in the Research 

Lab. Afterwards, thanks to the modularity of the SDR 

implementation, only the new and updated modules were 

successfully moved to the PC located in Antarctica, 

exploiting the data link, even if slow and unreliable. 

Similarly, after a few months of operations, it was noticed 

that the detection rule could be improved, to reduce the 

missed detections of phase scintillation events, especially 

at the SANAE station, which is located at higher latitudes. 

In order to give more weight to phase scintillations, the 

detection rule could was then modified. However, as 

discussed in Section II.B data transfer of polar data was not 

possible and the new detection routines were directly tested 

at the station site, by relying again on the transfer of the 

software through the low rate data link. Finally, a third 

upgraded version of the SDR receiver, tailored to Polar 

scintillation monitoring, was moved to the Antarctic 

stations. 

The total size of the data amount to 359 KB in the first case, 

and to 947 KB in the second case; as a matter of 

comparison, the full SDR receiver upgrade amounts to 

about 12 MB. 

This innovative aspect of this approach resides in the new 

paradigm of “moving software” rather than “moving data”. 

This example proved how this approach is particularly 

convenient for isolated and hardly accessible installations, 

and to fully exploit the advantages of the availability of 

GNSS metadata. In fact, it can be replicated in case of 

availability of raw data samples at different sites, provided 

that the corresponding metadata file is available as well. 

The use of a standardized metadata file allows to cope with 

the potential variety of data formats produced at different 

sites. 

 

IV – A PATH TOWARDS A SMARTER GNSS DATA 

PROCESSING 

In this paper, the issues related to the management of 

GNSS data were emphasized, with a specific focus on the 

bottleneck of the communication channel, proposing a 

novel approach based on transferring the processing code 

of the receiver instead of the data themselves. This 

approach has demonstrated an enormous reduction in the 

use of bandwidth and consequently costs reduction. 

However, the volume problem is not completely solved. In 

fact, at collection sites, data grabbing systems are already 

collecting everyday tons of GNSS data for scientific study 

purposes. The collections of raw data samples is taking this 

issue even to a further level of complexity. As far as the 

scintillation analysis is concerned, a relevant portion of 

dataset and collected and stored in each site is completely 

irrelevant at informative level, since the events they 

highlight are often not correlated with real scintillations but 

with other types of interference (e.g. multipath). At this 

moment, this fact becomes evident only after the data 

processing, thus when the data are stored, dramatically 

increasing the data management and data storage costs. 

The update of the detection rule, as previously discussed, 

might not be enough, and more complex detection rules 

might introduce delays in the process that make it either 

unreliable or useless. 

These remarks highlight the need of a smart data 

processing approach in the data domain (pre and post 

correlation) which could open new research paths at the 

crossing of data science and GNSS domains. In particular, 

the adoption of machine learning and deep learning 

approaches for the automatic classification of data 

collection able to trigger the storage phase showed some 

very interesting preliminary results and the authors aim at 

exploiting them as further development of the research 

activity presented in this paper. 

 

V – CONCLUSIONS 

Several experimental tests, based on the approach 

described in Figure 4 and in Figure 5, being performed on 

the Antarctica installations, have been described in the 

paper. They have been critically analysed, to assess the 

performances of the new post-processing paradigm and to 

evaluate the pros and the cons of adopting the ION GNSS 

Metadata Standard currently under definition. Metadata 

and on-site post processing can also foster the collaboration 

among research teams around the World, especially in 

Antarctica, where scientific cooperation is a key aspect. 

Metadata can facilitate the sharing of data and tools 

allowing different institutions to access the data and run 

their own software receiver, which automatically 

configures itself using the metadata. Different front-ends 

and acquisition systems configurations could be tested, as 

long as different metadata are provided. Coupling the use 

of metadata with a smart data processing approach, 

leveraging the use of advanced data analysis techniques, 

may represent a novel way to approach the GNSS data 

collection management as well as for the data processing. 
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